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Abstract

The paper presents two manually anno-
tated Slovene language text normalisation
datasets, one of historical texts and the
other of tweets, and proposes several vari-
ants of character-based statistical machine
translation to normalise the spelling of their
words. The systems differ in whether they
perform token-level or segment-level nor-
malisation and whether they make use of
additional language resources. The sys-
tems are evaluated automatically against
the gold standard as well as manually,
against a newly developed typology of er-
rors intended to analyse in detail the effect
of different types of data and different lev-
els of data standardness. The evaluations
show that segment-level normalisation can
be useful given a high enough level of to-
ken ambiguity, that the same system can be
used regardless of the data type, and that
background resources will always prove
useful.

1 Introduction

Processing non-standard data has been one of the
core NLP challenges in the past decade. This was,
in the first instance, due to intensive digitisation
efforts of textual cultural heritage, which have re-
sulted in greater access to historical language and
language variants. However, accessing such non-
standard data is not a straightforward process. It
may be difficult for a modern reader to understand
it, let alone search through it without background
knowledge of historical word forms. Additionally,
non-standard language also degrades the perfor-
mance of off-the-shelf NLP tools, which are typi-
cally trained on contemporary standard language.
These problems have re-surfaced with the emer-
gence of micro text such as short text messages
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(SMS) and Twitter as well as a boom in informal
communication through social networks.

In this paper we present two Slovene language
datasets, one of historical texts and the other of
tweets, and propose several variants of character-
based statistical machine translation to standardise
the spelling of their words. Section 2 overviews
related work, Section 3 introduces the datasets and
background resources, Section 4 details the exper-
imental setup, Section 5 discusses the automatic
and manual evaluation of the results, and Section
6 gives the conclusions and directions for further
work.

2 Related work

Numerous methods have been proposed on how
to process non-standard textual data, mostly by
adding a pre-processing step in the form of normal-
isation into a standard, canonical word form, which
brings the non-standard word forms closer to the
readers as well as NLP tools.

Our work falls within the framework of
character-based statistical machine translation
(CSMT), which was first used for transliteration
(Matthews, 2007) and then proposed for word nor-
malization tasks as well.

CSMT on automatic word alignments and small
training sets has been successful for modernising
both historical Icelandic and Swedish (Petters-
son et al., 2013). While Sanchez-Martinez et al.
(2013) bootstrapped Spanish historical-to-modern
lexica from corpora when no word-aligned train-
ing data was available with good results, Scherrer
and Erjavec (2013) used a large lexicon of modern
Slovene to identify the most similar contemporary
equivalent for each unknown historical expression,
thus improving tagging and lemmatization perfor-
mance. Pettersson et al. (2014) obtained consis-
tently superior results with CSMT compared to
simplistic filtering or Levenshtein distance for four
out of five tested languages.
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Non-standard words have been receiving atten-
tion also in the context of computer-mediated com-
munication (CMC), where erratic punctuation, mis-
spellings, expressions in foreign languages, col-
loquial and dialectal expressions make it difficult
to process (Sproat et al., 2001). Normalisation of
CMC was also approached as a translation task
(Aw et al., 2006). Li and Liu (2012) combined a
single-step CSMT system with a two-stage char-
acter/phone translation method to leverage pho-
netic information. Pennell and Liu (2011) trained
a CSMT model for expanding SMS abbreviations
in English. Ljubesic et al. (2014) extended the task
to all out-of-vocabulary (OOV) tokens by train-
ing a model on a manually normalised lexicon
of the most salient, Twitter-specific OOV tokens.
De Clercq et al. (2013) showed that a cascaded
SMT system of a token-based module followed by
translation at the character level gives the best word
error rate reduction.

All of the above-mentioned CSMT systems per-
form normalisation at the token level, thus not
taking into account contextual information, which
could potentially lead to better performance. Suc-
cessfully experimenting with token-level as well
as segment-level systems is the first contribution
of this paper, where, by segment-level, we mean
stretches of text longer than a single token, e.g., a
line or a sentence of the text. The other contribu-
tions are a uniform CSMT method obtaining best
results on all datasets, regardless of the type of data
or their level of standardness, and a significant posi-
tive impact of exploiting additional target-language
resources.

3 Datasets

This section details the four datasets used in the
experiments. They consist of easy and hard cases
for normalising words in a historical setting, and
in a social media one. We introduce the diachronic
dataset, the user-generated one, define our notion
of normalisation, and quantify the datasets. Next,
the target language models, i.e. datasets used for
modelling contemporary standard Slovene, are in-
troduced.

3.1 The historical datasets

A part of the IMP language resources for historical
Slovene (Erjavec, 2015a) is the goo300k manu-
ally annotated corpus (Erjavec, 2015b), comprising
transcriptions of 1,100 pages (about 300,000 to-
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kens) sampled from 88 books and one newspaper,
which were published from 1584 to 1899. Each
word token in the corpus is annotated for its nor-
malised (modernised) word form(s), their part-of-
speech, lemma, and — for archaic words — its
gloss, i.e. contemporary synonyms. The corpus has
already been used in several word modernisation
experiments (Scherrer and Erjavec, 2016; Etxeber-
ria et al., 2016).

The modern-day Slovene alphabet (called the
Gaj alphabet, modelled after the Croatian alpha-
bet by Ljudevit Gaj) was introduced into Slovene
print in the 1840s; before that, the Bohori¢ alpha-
bet, modelled on the German one, was used. The
introduction of the Gaj alphabet was also closely
preceded by a new grammar and subsequent stan-
dardisation of the language, therefore the change in
the alphabet makes a convenient split between very
non-standard and slightly non-standard historical
language. As each text in goo300k is marked for its
language variant this split is also trivial technically.
After removing 3 outlier texts, we extracted from
g00300k the following two datasets:

e Bohoric: texts written in the Bohori¢ alpha-
bet published after 1750, as we have only a
handful of pages from older texts which are
simultaneously much harder to normalise;

e Gaj: texts written in the Gaj alphabet, up
to 1899, which are the youngest texts in
£00300k.

3.2 The social media datasets

The Janes corpus of Slovene CMC (FiSer et al.,
2015) contains texts from various internet and so-
cial media platforms including Twitter. This sub-
corpus collects tweets of 8,750 Slovene users who
have posted 7.5 million tweets with over 100 mil-
lion tokens.

While tweets contain a fair amount of very non-
standard text with dialectal forms, removed dia-
critics, phoneticised English etc., many are also
completely or mostly standard. We developed a
method (Ljubesi¢ et al., 2015) to automatically
classify tweets (and other texts) into three levels
of technical and linguistic standardness. Techni-
cal standardness (T1, quite standard — T3, very
non-standard) relates to the use of spaces, punctu-
ation, capitalisation and similar, while linguistic
standardness (L1 — LL3) takes into account the level
of adherence to the written norm and more or less
conscious decisions to use non-standard language,
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involving spelling, lexis, morphology, and word
order. All tweets in the corpus have been labelled
with their two standardness scores, while the au-
thors of tweets have been manually classified into
corporate ones — such as news agencies, public in-
stitutions, companies etc. — and private individuals.

On the basis of these two criteria we prepared
the Twitter easy and hard datasets, both containing
only private tweets:

e L1: 1,000 randomly sampled T1L1 tweets +
1,000 randomly sampled T3L1 tweets

e L.3: 1,000 randomly sampled T1L3 tweets +
1,000 randomly sampled T3L3 tweets

These tweets were automatically tokenised and
normalised, which was then checked and corrected
manually by a team of students. The tokenisation
and normalisation guidelines mostly followed the
ones from the IMP project, but with some modi-
fications regarding the differences of the medium
(e.g. emoticons, urls). The annotation was per-
formed in WebAnno (Yimam et al., 2013) where
each tweet was annotated by two different annota-
tors and then curated by the team leader (Cibej et
al., 2016). For tweets that had been automatically
generated by certain applications or had not been
written in Slovene, the annotators had the option to
mark them as irrelevant for the task.

3.3 Normalisation

What exactly constitutes a “normalised” word is
a complex question, and various approaches have
been proposed (Eisenstein, 2013). Most, including
ours, normalise a word token only orthographically,
in the trivial case into the Gaj alphabet, either from
the Bohoric€ alphabet or from non-diacriticised text
(c, s, zinstead of ¢, §, Z), which is a common way of
entering text on mobile platforms. More generally,
archaic or phonetic spellings are also normalised to
their standard equivalent. However, we do not sub-
stitute extinct, dialectal or slang words with their
standard (near)equivalents, but only modify their
spelling. This is a similar approach to Bollmann
et al. (2012), who distinguish normalisation from
modernisation, with the latter also changing the
word to its closest modern standard equivalent as
regards its morphosyntax and semantics. In cases
of orthographic variation of extinct or non-standard
words, we normalise them to their most common
form in the relevant corpora.
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In our work we map spans of original tokens
into spans of normalised tokens, with further lin-
guistic annotation assigned to the normalised ones.
In the majority of cases, there is 1-1 mapping be-
tween the original and the normalised form but the
contemporary standard as regards what constitutes
an orthographic word also differs in some cases
from past practice or that found on social media.
Other approaches have typically taken a more re-
stricted approach to normalisation, either always
normalising only 1-1 (Han and Baldwin, 2011), or
normalising 1-n, but not n-1 cases (Bennett et al.,
2010).

To illustrate, we give in Figure 1 two cases, one
from the goo300k corpus and the other from the
Janes-Tweet subcorpus, both as encoded in the TEI
P5 format we use for encoding our corpora. Note
that here both are also lemmatised and PoS tagged,
but this information is not used in the current ex-
periments.

<w lemma="jagoda" ana="#Ncf">Jjagod</w>
<c> </c>
<choice>
<orig>
<w>nar</w>
<c> </c>
<w>ved</w>
</orig>
<reg>
<w lemma="veliko" ana="#Rgs">najvel</w>
</reg>
</choice>
<c> </c>
<w lemma="bolan" ana="#Agp">bolnih</w>

<w lemma="Q@chatek" ana="#Xa">Qchatek</w>
<c> </c>
<choice>
<orig>
<w>Nene</w>
</orig>
<reg>
<w lemma="ne" ana="#Q">ne</w>
<c> </c>
<w lemma="ne" ana="#Q">ne</w>
</reg>
</choice>
<pc lemma="," ana="#7zZ">,</pc>
<c> </c>

Figure 1: Encoding of the normalised corpora. The
first goo300k example maps “’jagod nar ve¢ bolnih”
to “jagod najvec bolnih”, while the second from
Janes-Tweet maps ”@chatek Nene, ” to ” @chatek
ne ne, .
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3.4 Dataset sizes

Table 1 quantifies the datasets that will be used in
the experiments. The first line gives the number
of (sampled) texts, where the Bohori¢ dataset only
contains pages from 15 books, while Gaj has pages
from almost 70. With L3 and L1 one text is sim-
ply one tweet, so the numbers are correspondingly
larger. The next line gives the number of original
tokens in each dataset; it should be noted that we
count cases where n original tokens map to one
normalised token as one token. Here, by far the
largest is the Gaj dataset with almost 250,000 to-
kens, while the others are of comparable size of
about 50,000 tokens. We next give the numbers of
tokens that have been normalised (we do not take
into account differences in capitalisation), with the
next line giving these numbers as percentages of
all the tokens. With Bohori¢ almost half of the to-
kens needed normalisation, which is of course also
due to the differences in the alphabet. With Gaj
only about one tenth needed to be normalised, less
than in the L3 Twitter dataset, where the number is
almost 17%. Finally, L1 is, of course, the most like
standard Slovene, with about 3.3% normalisation.
Finally, we also give the number of split or joined
words as regards normalisation. These cases pose
special technical as well as methodological prob-
lems in the process of normalisation, even though
the numbers are rather low, with all being less than
1%, while their distribution follows the percentages
of normalised tokens.

Bohori¢ Gaj L3 L1

Texts 15 69 1,983 1,957
Tokens | 75,210 249,146 54,694 47,950
Norm. 36,493 29,012 9,203 1,572
48.52% 11.64% 16.83% 3.28%

Multi. 641 1,093 276 131
0.85% 044% 0.50% 0.27%

Table 1: Sizes of the four datasets.

3.5 Splitting the datasets

For our experiments we split each of the four
datasets into training, development, and test parts
following a 80:10:10 ratio. Sampling was per-
formed by shuffling on segment, i.e. sentence level.

Having development data was necessary as SMT
systems without tuning, i.e. with default parameter
values, regularly underperform in comparison to
tuned systems.
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In the interests of replicability of experiments
the pre-processed data with our splits is published
via the CLARIN.SI language resource repository,
c.f. Ljubesi¢ et al. (2016).

3.6 Target language datasets

While additional parallel data for SMT is expen-
sive and therefore hard to acquire, including bigger
target language models, which regularly improves
translation quality, is a rather simple task as for
most target languages there are monolingual re-
sources available. In our experiments we used two
corpora of our target language, standard contempo-
rary Slovene, of different quality, size, and costs of
construction.

Web corpora are cheap to acquire and can be
quite large, and we used slWaC (Ljubesi¢ and Er-
javec, 2011), a one billion token corpus crawled
from the .si top level domain, using language iden-
tification to filter out non-Slovene texts.

However, Web corpora are noisy and also con-
tain non-standard language, which e.g. is not dia-
criticised, potentially leading to low-quality models
of standard Slovene. This is the reason we also use
Kres (Logar Berginc et al., 2012), a 100 million
word reference and balanced corpus of contempo-
rary Slovene, which contains, for the most part,
proof-read texts.

4 Experimental setup

Our experiments have been carried out with the
tools of the standard SMT pipeline: MGIZA!, a
multi-threaded version of GIZA++ (Och and Ney,
2003) for alignment, Moses? (Koehn et al., 2007)
for phrase extraction and decoding, and KENLM?
(Heafield, 2011) for language modelling. In partic-
ular, we have explored character-based SMT, where
a word or a segment of the text is split into indi-
vidual characters, borders between tokens being
encoded with underscores, and the resulting string
is then translated.

As will be discussed below, we use two granu-
larities of translation, one of tokens and the other
of segments. While segments can, in general, be
any contiguous stretch of text, in our experiments
segments are sentences.

Mttps://github.com/moses-smt/mgiza
Zhttp://www.statmt.org/moses/
3https://kheafield.com/code/kenlm/
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4.1 Research questions

In this paper we are interested in answering our
two main research questions:

1. Is there one single CSMT setting that per-
forms best on text normalisation regardless
whether we normalise historical texts or user-
generated content?

2. Can we outperform the traditional token-by-
token normalisation by translating whole seg-
ments at a time, therefore taking into account
the context in which a token occurred?

We answer these questions by running the fol-
lowing experiments on each of the four datasets:

e experimentl: comparing token-level and
segment-level translators when using lan-
guage models (LMs) based on training data
only;

e experiment2: comparing the token-level and
segment-level approaches when including ad-
ditional LMs.

For token-level systems we use order-7 language
models while for segment-level systems we opt for
order-10 language models. Our early experiments
have shown that these orders yield best results in
each of the approaches.

We additionally look into the impact of reorder-
ing, traditional part of SMT, and time and memory
requirements for each of the approaches.

4.2 Evaluation

We evaluate all our experiments on the level of seg-
ments. This means that in case of the token-level
translator we translate token by token and then com-
bine these translations into segments before eval-
uating. During all the experiments we evaluated
the segment pairs with two metrics: character-level
Levenshtein distance normalised by the length of
the reference data and the token-level BLEU metric
(Papineni et al., 2002). In the remainder of the pa-
per we report the Levenshtein metric only as it was
shown for these two metrics to correlate in all ex-
periments with a Pearson’s correlation coefficient
greater than 0.99.

We perform statistical significance testing on the
Levenshtein evaluation metric by using the approx-
imate randomisation test (Yeh, 2000) with 1000
iterations.
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4.3 Baselines and ceilings

In our experiments we use two different baselines:
the leave-as-is baseline (LAI), which does not trans-
form the input in any way, and the most-frequent-
translation baseline (MFT), which exchanges each
token with the token most frequently normalised to
in the training data. In the MFT baseline ties are
resolved randomly.

We use two ceilings as well, both based on the
MEFT baseline. These ceilings are informative as to
what extent word form transformations are ambigu-
ous, i.e. for what amount of error the only solution
is disambiguation in context. The first ceiling, MFT
is actually a MFT baseline both trained and tested
on the test data. The second ceiling, MFTr is the
MFT baseline trained both on training and testing
data, while tested on testing data only. We consider
the second ceiling to be more realistic as it learns
on more than testing data, therefore having a lower
probability of measuring rare token transformations
as the most frequent ones.

5 Results

5.1 Automatic evaluation

5.1.1 First experiment

In the first set of experiments we train and tune
token-level and segment-level translators for each
of the four datasets. Additionally, we train transla-
tors that use reordering models and those that do
not use reordering. Here we report the results for
the translators that do not use reordering models as
the difference between the systems using and not
using reordering has no statistical significance.*

Table 2 gives the two baselines and two ceilings
along with the results of our eight initial systems.

The LAI baseline draws a clear picture about
the level of intervention necessary in each of the
texts. While in Bohori¢ 18% of characters have
to be transformed, in the L1 dataset less than 1%
needs intervention.

Applying the MFT baseline on hard datasets (Bo-
hori¢ and L3) resolves more than half of the prob-
lems. The lowest error reduction with MFT on the
L1 dataset is 17.33%.

The two ceilings show that the level of ambiguity
on the token transformation level is actually very

4On any of the eight pairs of systems (four datasets, each
token- and segment-level), the lowest p-value obtained was
0.076, the second and third being 0.138 and 0.261, in roughly
half of the cases reordering was performing better, regardless
of the type of translation (token- or segment-level).
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baselines ceilings first experiment

LAI MFT | MFT MFTr | token segm A
Bohori¢ | 17.63 646 | 034 044 | 155 192 -239
Gaj 313 143 | 023 029 1.01 1.15 -139
L3 515 244 037 054 219 212 320
L1 075 062 | 005 0.07| 041 043 -4.88

Table 2: Results of the first set of experiments (no additional LMs) as percentages of character errors. A is

error reduction (in %) by the segment-level system.

low. While on the L1 dataset there is almost no am-
biguity (if we saw enough token transformations,
only 0.07 percent of characters would not be nor-
malised correctly), in case of Bohori¢ and L3 every
200th character would be wrongly normalised.

The results of the first experiments show a very
similar performance regardless of whether token-
level or segment-level translators were used, with
a small but consistent better performance of the
token-level systems.

The results on the datasets where a statistically
significantly better result was obtained are given
in bold. Interestingly, on historical datasets the
token-level systems perform significantly better
than segment-level systems.

The only dataset in which the segment-level sys-
tem performs better, although not statistically sig-
nificant, is the L3 dataset, on which the ceilings
are also most distant from a perfect normalisation,
i.e. the gain to be obtained by taking into account a
token’s context is the highest.

5.1.2 Second experiment

We continue our experiments by including addi-
tional language models into the translators. The
idea behind this second experiment is twofold:

o there is not much training data on which the
initial language models are based, and adding
easy-to-obtain standard data in the form of
additional language models is easy in the case
of Slovene as is for most languages;

e segment-level translators need much more
target-language data than the token-level ones;
our assumption is that the segment-level sys-
tems on the datasets where more token-level
ambiguity is present (like Bohori¢ and L.3)
could win over the token-level systems once
they obtain enough context evidence.

The additional language models are built from
the Kres and the sIWaC corpora, again of order 7
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in case of the token-level approach and of order 10
in case of the segment-level approach. We com-
bine language models by adding more entries in
the moses.ini file and letting MERT weight each
language model on our development data.

We experiment by adding each language model
separately to the setting using the existing training
data language model, and by using all three lan-
guage models simultaneously. The results of this
set of experiment are given in Table 3.

The results confirmed our assumptions: on
Bohori¢ and L3, where token-level ambiguity is
higher, segment-level outperform token-level ap-
proaches, while on the Gaj and the L1 datasets
the token-level still outperforms the segment-level
approach.

On the Bohori¢ dataset in all three LM settings
the segment-level approach outperforms the token-
level one, with error reduction spanning from 6%
to 12%, in which case the difference between the
token- and the segment-level approach is statisti-
cally significant. Similarily, on the L3 dataset, once
the LM based on web data is added, the segment-
level approach obtains better results with error re-
duction of 7% and 10%, the latter being statisti-
cally significant. On the two remaining datasets the
token-level approach always performs better, but
nowhere with a statistically significant difference.’

When comparing best-performing systems us-
ing training data only and using additional LMs,
regardless of the setting (token- vs. segment-level),
the error reduction on the Bohori¢ dataset reaches
14%, on the Gaj dataset 10%, on the 1.3 dataset 22%
and on the L1 dataset 17%, proving that, regardless
of the approach, significant and easy-to-obtain im-
provements can be achieved by expanding the set

3Similar trends were observed in (Scherrer and Ljubesi¢,
2016) on normalising Swiss German where the MFTr ceiling,
calculated as token accuracy, is 93% with an error reduction
when moving from token-level to segment-level normalisation
of 20%. In our datasets the MFTr ceiling, when calculated
as token accuracy, is 94.46% for Bohori¢, 96.50% for Gaj,
93.88% for L3 and 98.37% for L1.
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Bohori¢ Gaj L3 L1
LM token segm A | token segm A | token segm A | token segm A
train .55 192 -234 | 101 1.15 -134| 219 212 30| 041 043 -40
+kres 1.50 140 721 090 094 -42| 181 182 -01] 038 043 -12.0
+slwac | 1.48 1.39 64| 091 104 -133| 176 158 102 | 037 038 -34
+both 151 133 118 091 093 31| 177 165 6.6 | 034 038 -10.8

Table 3: Results of the second set of experiments (additional LMs). A is error reduction (in %) by the

segment-level system.

of language models used.

During the second set of experiments we also
measured the time and space requirements of de-
coding with the token-level and segment-level de-
coders. A reasonable assumption is that both space
and time requirements of the segment-level decoder
will be orders of magnitude higher as both its lan-
guage models as well as its search space are much
bigger. The time necessary to translate each of
the test sets was roughly 3 times longer in case
of the segment translator. Regarding the memory
requirements, the difference became quite drastic
with 25 times more memory consumption of the
segment-level translator when all three language
models (train+kres+slwac) were used.

Regarding our two main research questions, the
answers obtained through these experiments are
the following:

1. regardless of the type of text to be normalised,
using the baseline Moses setting with removed
reordering (no lexical reordering model and
distortion set to zero) and additional language
models yields best results

2. if the level of token ambiguity is high,
segment-level translation can give significant
improvements in translation quality, but with
a heavy hit on time and memory requirements

5.2 Manual evaluation

To obtain a better insight into the errors, we made
a manual evaluation and comparison between the
best token-based and the best segment-based nor-
maliser.

A sample of random 100 word forms incorrectly
normalised by at least one of the two normalis-
ers was selected from each of the four datasets.®
The errors in these 399 instances were manually

To be exact, only 99 word form errors were taken from
L1, as there were only that many errors in this dataset.

categorised into 8 types, with the error types cho-
sen with respect to their potential for introducing
improvements in the method of normalisation:

o XF: corruption of foreign language words
(mostly German, Latin or English; e.g. ‘in-
terne’ instead of ‘intern’); here (word or span-
level) language identification would be helpful
in preventing such wrong normalisations to
contemporary standard Slovene;

e TR: transliteration error, either from Bohori¢
or by failing to rediacriticise for L.1 and L3
(e.g. ’tisina’ instead of ’tiSina’ (silence)); a
special module for rediacriticisation, such as
Ljubesi¢ et al. (2016), could reduce these er-
rors;

e WB: a word boundary error (e.g. ‘naj lepsi’
instead of ‘najlepsi’); these are interesting as
they are by definition outside the scope of the
token-based normaliser;

e END: an error in the inflectional ending (e.g.
the normaliser failing to change the archaic
adjectival suffix ~-iga” into the contemporary
”-ega”, i.e. "lepiga” instead of “lepega”); such
errors could be taken care of by introducing
suitable morphological processing into the lan-
guage model;

o LEX-D: an error where the wrong word form
was predicted, but this word form does in fact
exist, however, it belongs to a different part of
speech from the correct one (e.g. preposition
‘k’ (to) instead of conjunction ‘ko’ (when));
these errors could be alleviated by having a
POS tagger determine the expected POS of
the target word;

o LEX-S: same error as LEX-D, except that the
predicted word has same part of speech as
the correct one (e.g. preposition ‘o’ (about)
instead of preposition ‘ob’ (by)); these are
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among the more intractable errors, and could
be resolved only by having access to some
sort of word sense disambiguation;

e VAL: a (lexical) validity error, where the pre-
dicted word does not exist, although it does
follow the spelling conventions of contempo-
rary standard Slovene (e.g. ‘izdatelj’ instead
of ‘izdajatelj’ (publisher)); such errors could
be prevented by having a representative lexi-
con against which to filter hypotheses;

e OTH: multiple errors, or errors that could
not be categorized into any of the categories
listed above (e.g. *po semi’ instead of *pozimi’
(adverb meaning during the winter); * Avstri’
instead of ’Avstrija’ (Austria)); these would
probably not be corrected even if all of the
above-mentioned extra modules were in place.
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Figure 2: Token vs. segment normalisation on com-
bined datasets.

Figure 2 shows the comparison between the
token-based and segment-based systems with all
datasets combined. It shows that the segment-based
approach outperforms the token-based one in all
error types but one, i.e. in the category of validity
errors. Only in this case, taking context into ac-
count hurts rather than helps: by staying limited
to tokens, i.e. word forms, more valid guesses —
albeit not necessarily entirely correct — are pro-
duced. In total, the token-based system made 308
errors in the analysed sample, while the segment-
based one committed 282 errors.

The analysis in Figure 3 shows the distribution
of errors made by the segment-based system as the
better performing normaliser.

Errors related to foreign words, transliteration,
word boundaries, lexical homographs (different
POS) and non-categorized errors are more frequent
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Figure 3: Normalisation on historical and Twitter
datasets for the segment-based system.

when normalising tweets, while inflectional end-
ings, lexical homographs (same POS) and validity
errors are more typical when normalising the his-
torical datasets. This is to be expected, as many
of these errors stem from diachronic changes from
historical to modern Slovene.

In both datasets the prevailing type of error is in-
flectional endings (26.8% of total errors), with the
second most common, again for both datasets, be-
ing lexical validity, where the normalisers proposed
a non-existing word. If we exclude Other errors,
the third most common error type is incorrect but
existing words with the wrong POS. Interestingly,
there are very few errors related to foreign words,
transliteration and word boundaries, so from an
accuracy point of view, it is not worth investing
resources into fixing them.

6 Conclusions

The paper presented experiments in normalising
words in historical and user-generated Slovene
texts, additionally investigating the differences be-
tween cases of easy and hard normalisation. We
used CSMT for the task, where we investigated the
differences between token-level and segment-level
normalisation as well as (not) using additional back-
ground resources for better probability estimates
regarding the target language.

The experiments show that if token-level am-
biguity, measured by training the most-frequent-
translation system on both training and testing data
and calculating normalised character-level Leven-
shtein distance, is above 0.04, training a segment-
level system could prove to be useful. This, nat-
urally, does not depend on the level of token am-
biguity only, but on the amount of parallel and
target-side data as well. By applying segment-level
approaches on the two datasets with higher token-
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level ambiguity, we achieved error reduction of
more than 10%. Adding more language models
should always be considered as this is not a costly
task, and error reductions on our datasets reached
between 10% and 22%. Additionally we have also
shown that there is no need to use different systems
for historical and modern non-standard texts, as the
best performing one caters for both datasets.

We performed a manual error classification
of the two best performing systems on all four
datasets, which showed that about a quarter of all
errors are due to poorly normalised inflectional
endings, followed by normalising to non-existent
words and then by incorrect but existing words with
the wrong POS.

Taking into account the most frequent errors of
our current systems, there are two main directions
how we can improve our result.

The first direction should focus on enriching sur-
face contextual information, either by including
larger language models, language models of higher
order, language models of higher-order events like
tokens, or language models with better abstraction
capabilities like neural language models.

The second direction should focus on a higher
linguistic abstraction like morphosyntax. Having
enough data to train a reasonable part-of-speech
tagger over source data could provide us with rea-
sonable morphosyntactic annotation that could be
used in the translation process via factored machine
translation. Including factors only on the target
side, for which very good morphosyntactic annota-
tion can be obtained, should also be investigated.
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